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Quantum models of the mind: Are they compatible with environment decoherence?
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Quantum models of the mind associate consciousness with coherent superposition of states in the brain.
Some authors consider consciousness to be the result of a kind of internal quantum measurement process in the
brain. In this paper we discuss the ideas of Hameroff-Penrose and Tegmark and their calculation for an estimate
of decoherence time. We criticize the Hameroff-Penrose model in the context of a quantum brain model by
gravitational collapse orchestrated objective reduction~OOR!, assumed by Penrose, and we propose instead
that the decoherence process is caused by interaction with the environment. We consider it useful to exploit this
possibility because of the growing importance of the decoherence theory in quantum measurement, and also
because quantum mechanics can be applied to brain study independently of the Hameroff-Penrose model for
mind and consciousness. Our conclusion is that the Hameroff-Penrose model is not compatible with decoher-
ence, but nevertheless the quantum brain can still be considered if we replace gravitational collapse OOR with
decoherence. However, our result does not agree with Tegmark’s conclusion of refuting not only the Hameroff-
Penrose gravitational collapse but also the quantum brain, based on decoherence time calculations in specific
cases in the brain. In spite of this fact we also disagree with some points of the response to Tegmark’s article
given by Hagan, Hameroff, and Tuszynski.

DOI: 10.1103/PhysRevE.70.031902 PACS number~s!: 87.10.1e, 87.19.2j, 34.20.Cf, 34.50.Dy
ve
ou
ta
di
h
s
n
o

as

th

in

nt
ro
ic
W
th
a

f
th

th
du
e

ion
nd

te-
13
he
the
eld
ng
l

and
n-

ns

wo

ga-
gh

t.
I. INTRODUCTION

Different works on the brain and mind problems ha
used quantum theory to explain the emergence of consci
ness@1–8#. There are, in quantum theory as well as in s
tistical physics, collective phenomena irreducible to in
vidual components of the system. The conjecture is t
collective quantum phenomena produce coherent state
the brain. As we shall see in this paper, decoherence was
taken into account generally in current quantum models
the mind until very recent polemical works@1,9#.

Hameroff and Penrose@2,3# formulated what they call or-
chestrated objective reduction~OOR! in the brain, by extend-
ing the objective interpretation of quantum measurement
gravitational physical mechanism, suggested by Penrose@5#
instead of decoherence. In this paper we discuss
Hameroff-Penrose model@2,3# and Tegmark’s arguments@9#
against the OOR. We consider the possibility of substitut
the idea of gravitational collapse~OOR! by the natural deco-
herence process to produce consciousness. We conce
our discussion on quantum aspects of the brain. Hame
and Penrose assume a quantum computing process in m
tubules, which constitute the skeleton of neural cells.
show a mistake concerning the temperature regime of
decoherence process which was considered by Hameroff
Tuszynski@1# in their criticism of Tegmark’s calculation o
decoherence rate. In Sec. II we present a formal view of
constitution of the microtubules in the brain, as well as of
Hameroff-Penrose quantum model of consciousness pro
tion. In Sec. III we point out some problems of this mod
and we discuss Tegmark’s critical paper@9#. Our calculation
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of decoherence time in the brain system, by assuming
and dipole interactions, are in Sec. IV. The conclusion a
final comments are presented in Sec. V.

II. MICROTUBULES AND QUANTUM PROCESS

Microtubules are hollow cylinders comprised of an ex
rior surface with a cross-section diameter of 25 nm with
arrays of protein dimers called tubulines. The interior of t
cylinder contains ordered water molecules, which implies
existence of an electric dipole moment and an electric fi
@10–14#. The microtubules comprise the internal scaffoldi
~the cytoskeleton! in all cells including neurons. Cytoskeleta
structures are determinant of both structure and function
are dynamically active, performing activities which are i
strumental to cellular organization@10–14#. See Fig. 1.

The walls of microtubules in the cytoskeleton of neuro
can work as cellular automata, able to store information@15#
and to make computation by using combinations of the t
possible states~as dimers! of the tubulins that constitute
these walls@1,11–14#. The interior of the microtubule works
as an electromagnetic wave guide, full of water in an or
nized collective state, able to transmit information throu

FIG. 1. Illustration of microtubule, tubulin, and protofilamen
©2004 The American Physical Society02-1
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the brain. A gelatinous state of water in brain cells, wh
was observed by Watterson@16#, favors a macroscopic col
lective effect of the coherent quantum state at a microsco
level. The conjugation of these possibilities can result in
coherent superposition of quantum states, embracing a
large number of microtubules.

Consciousness in the Hameroff-Penrose quantum mo
using the microtubules structure, is produced in two ste
While the coherent superposition expands, there is a qu
tum computation through tubulins, such as dimers, wh
can work as cellular automata in the walls of microtubu
@15#, and a propagation of information by wave guides ins
microtubules of neurons. In this part of the cycle, in whi
the coherent superposition of quantum states persists, the
a preconsciousness state to the person. The second s
just the orchestrated reduction which produces conscious
@1–5#.

III. QUANTUM BRAIN AND DECOHERENCE

A possibly vulnerable point in the quantum models
consciousness is the interaction between system and env
ment. According to the decoherence theory, macroscopic
jects obey quantum mechanics. The interaction with the
vironment in this theory causes decoherence, which dest
quantum effects of macroscopic objects@17–19#. For this
reason, these objects behave according to classical ph
and Newton mechanics in an approximation of quant
theory. But for us this natural time limit for quantum supe
position, generated by decoherence, is the fundamental
cess that yields consciousness. If we conciliate decoher
effects and the biological theory of Fro¨hlich @10,20#, we can
construct an interesting model to quantum mind-brain p
cess. The Fro¨hlich theory describes quantum superpositi
for biomacromolecules by considering the polarization a
vibration properties of these molecules. Vibrations in pol
ized systems generate electromagnetic fields which can
diate interactions among the units of the system. The non
earity of his model induces an energy transference among
vibration modes. This process can provide a condensatio
the energy and consequently coherence in living syst
@10,20#.

The questions to be answered are: Can we deny the
pothesis of gravitational effect and maintain Hameroff a
Penrose’s model to explain consciousness? In this hyp
esis, can we use this model with decoherence? If we ans
‘‘yes’’ to the above questions we invalidate Penrose’s h
pothesis of nonalgorithmic theory which explains the em
gent properties of the mind. In order to make a compari
with the predictions of Hameroff and Penrose, we discuss
decoherence time in the brain calculated by Tegmark@9#,
whose conclusion was to discard the relevance of the qu
tum approach to the brain. The period of time in which c
herence is sustained in the brain was estimated at 500 m
Hameroff and Penrose@2,3# based on the biological time of
brain response to external stimuli. This period is many tim
greater than the time of decoherence, considered an
tremely efficient and fast natural process. The time of red
tion by gravitational effect, calculated by Penrose, for wa
03190
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drops 1024 cm and 1023 cm in diameter is, respectively, 0.
s and 1026 s. But typical decoherence time is estimated to
much shorter. They are 10223 s and 1029 s, respectively, for
systems with a radius of 1023 cm and 1025 cm @18,22#.
Hameroff and Penrose@3# have calculated the number o
tubulins under coherent superposition assuming a coher
time t based on the typical response time of the brain
external stimulus. The corresponding critical energy
OOR is related to timet by the quantum uncertainty relatio

E5
\

t
. ~1!

The numerator is the Planck constant (6.62607
310234 J s) over 2p and the denominator is the timet which
gives the order of magnitude. The critical energyE is given
by the gravitational self-energy.

IV. COMPARISONS OF THE DECOHERENCE RATES

We assume, in place of gravitational collapse, that coh
ence grows as the system is isolated by some mecha
until the coherent superposition reaches a critical situation
which point decoherence is activated. When the limit giv
by the critical value of some physical parameter is reach
interaction with the environment becomes sufficient to ca
decoherence and, therefore, to destroy the coherent colle
state. The critical size has no connection to the space-t
structure. Therefore, the quantum system remains prote
against decoherence by interaction with the environment
isolated systems up to reach the critical size.

We can make a first rough estimate oft based on a mac
roscopic thermodynamic prescription of the critical ener
used in place of gravitational autointeraction in the Hamer
and Penrose@2,3# model. However, we can examine th
problem from another point of view by making a micro
scopic quantum description. Tegmark@9# has taken into ac-
count, in a detailed model, the relevant degrees of freedom
the brain. His conclusion is that the system is not sufficien
shielded from environmental influence to maintain quant
coherence in such a way as to allow quantum computat
He considers as limits two scales: a macroscopic one
superposition of neurons firing and a microscopic one
microtubules. In the first one he estimatest510220 s and in
the second onet510213 s. To calculate the latter value Teg
mark considers the propagation along the microtubule, in
direction of its axis,z, of a kinklike perturbation which
changes the tubulin electric dipole from1p0 to 2p0 :

p~z!5H 1p0 , z@z0

2p0 , z!z0 ,
~2!

For this calculation the author uses the total charge gener
by positive ions of calcium in a ring of tubulins at the cro
section of the microtubule, at the point of the kinklike prop
gation. This charge, distributed around the microtubule w
at the point of the perturbation, interacts with distant ions
the environment through the Coulomb potential. The distr
uted charge is treated as one particle and the environme
2-2
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ion acts as the other particle. Several approximations
made. The Coulomb potentialR21 is expanded in a Taylo
series aroundR up to the second order term. The decoh
ence effect is produced by the term of the Taylor expans
with a second order derivative of the potential, which is p
portional toR23, as one observes in the tidal force exert
by the moon’s gravitational attraction.

The formula used by Tegmark for the decoherence time
microtubule quantum states generated by interaction with
vironmental ions is

t5
R3AMkT

KNe2s
, ~3!

whereK is the Coulomb constant,R is the distance betwee
the interacting microscopic system in the tubulin and
environmental ion,M is the mass of the ion,N is the number
of elementary charges in the microtubule interacting syst
s is the maximal ‘‘separation’’ between the position of tw
kinks in quantum superposition,e is the electron charge,k is
the Boltzmann constant, andT is the temperature. If we con
sider the values of the physical constantsK59
3109N m2 C22, k51.38310223 J K21, and e51.6
310219 C and takingT5309 K, M the mass of a water ion
183 the proton mass(1.67310227 kg), N5103 estimated
by Tegmark, who assumedR ands with the order of magni-
tude of the microtubule diameter 2431029 m, we have from
formula ~3! the order of magnitudet510213 s.

Hagan, Hameroff, and Tuszynski@1# in their response to
Tegmark’s paper agreed with his result at the level of neur
in the macroscopic scale, but not in the microscopic sc
where tubulins and microtubules play a role. One reaso
that Tegmark’s model takes kinklike soliton waves@21#
along the microtubule, while OOR considers the superp
tion of different conformational states of a tubulin dimer@1#.
In spite of their criticism, Hagan, Hameroff, and Tuszyns
have used the Tegmark model with some modifications,
ing electric dipole momentum in place of the Coulomb p
tential to describe tubulin interaction with an environmen
ion:

t5
R4AMkT

3Keps
Vdipole , ~4!

whereR is the distance between the environmental ion a
the dipole generated by the tubulin of the microtubule anp
is the electric dipole momentum; the other variables
analogous to those of formula~3!, unless the last factor in
~4!, which is a geometric factor involving the angles betwe
the directions of the line from the dipole to the ion, of th
dipole, and of the separation. It is assumed to be of orde
1 @1#. In their approximation the authors claim that the d
coherence time lies in the range 1026 s– 1024 s.

However, if we apply formula~4! with R, M ands having
the same order of magnitude of the values used by Tegm
but using for the tubulin dipole momentum@1# and consid-
ering the direction of the microtubule axis the valuep
510227 C m, we go back to our previous result,t
510210 s.
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V. RESULTS

The authors have also criticized formula~3! used by Teg-
mark @9# because it predicts that the decoherence time
creases with the square root of the temperature. We can
from very general formulas~1! and~2! that timet decreases
when temperatureT increases. On the contrary, according
formula ~3! of Tegmark at low temperature, where the inte
action with the environment must be minimal, the decoh
ence is faster, in contradiction with experience. Coher
macroscopic states, such as superconductivity, happe
temperature approaching zero. We show in what follows t
Tegmark’s formula is not valid at low temperature. This
not the case of the human body but it shows that Tegma
estimates cannot be used generally. That is, the formulas~3!
and ~4! are just an approximation for a right regime of tem
perature.

To discuss Tegmark formula~3!, let us consider the den
sity matrix for the positions of the two particles 1~charged
macromolecule! and 2 ~environmental ion! interacting
through a potentialV(r ). From the Schro¨dinger equation for
density matrixr the system evolves as

dr

dt
~r ,t !5@H,r~r ,t !#, ~5!

whereH is the Hamiltonian of system. In this case we a
sumeH5V(r ); therefore, we have

r~rW1 ,rW2 ,rW18 ,rW28 ,t !5r~0!expF2
i

\
@V~RW !2V~RW 8!#t G ,

~6!

where

RW 5rW22rW1 ,
~7!

RW 85rW282rW18 .

Decoherence drops the nondiagonal part of the macropar
1 reduced density operator due to the interaction with p
ticle 2; when we assume that systems 1 and 2 start i
tensorial product stater5r1r2 , the density operator is av
eraged by tracing over the environment. The result is

r1~rW1 ,rW2 ,t !5Tr@r~rW1 ,rW2 ,rW18 ,rW28 ,t !#

5r1~rW1 ,rW2 ,t !exp~2Lt ! for rW1ÞrW18 . ~8!

That is, the nondiagonal part vanishes fort.L21. To obtain
this result, we choose

rW15~0,0,0!,

rW185~x1 ,y1 ,z1!, ~9!

rW25rW285~x2 ,d,0!.

The first two relations mean a coordinate axis choice, wh
the last one means an approximation where the environm
tal ion ~particle 2! moves along thex axis ~d is a constant!
2-3



th
fro

rd

n

e
n

e
or,
onal

nce

on-
ec-
s-

ial
el-
in

-

le

-
stem
nd
act

he
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and the change of direction of its motion is neglected in
interaction, assumed as too small. The shortest distance
it to the particle 1 isd. So

RW 5rW2 ,

RW 85rW22rW18 . ~10!

We can expand the Coulomb potential up to the second o
term,

V~RW 8!5Kq1q2

1

urW22rW1u
>Kq1q2S 1

urW2u
1

x1x21y1d

urW2u3 D
~11!

and hence

V~RW 8!2V~RW !5Kq1q2S x1x21y1d

urW2u3 D , ~12!

whereq1 andq2 are the charges of particles 1 and 2.
Figure 2 shows the relationMT-environment expressed i

Eq. ~10!.
The next step is to assume a separable form for the d

sity matrix and a Gaussian distribution with zero mean a
variancel& for particle 2,

r1~rW1 ,rW2 ,t !5
r1~0!

A4pl
E expF2S x2

2l D 2G
3expF2

Kq1q2t

i\ S x1x21y1d

~x2
21d2!3/2D Gdx2 .

~13!

For d@x2 we can approximate (x2
21d2

2)3/2>d3 and with an
appropriate algebraic manipulation Eq.~13! becomes

r15C expF ty1Kq1q2

i\d2 2S tx1lKq1q2

\d3 D 2GF, ~14!

FIG. 2. Schematic illustration of the coordinates of t
environment-MT system.
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where

F5E
2`

1`

expF2S x2

2l
1

i tx1lKq1q2

\d3 D 2Gdx2 ,

C5
r1~0!

A4pl
.

The last integration in Eq.~14! yields a constant number; th
first imaginary term in the exponential is a phase fact
while the second one produces a decrease of the nondiag
part of the density matrix with a characteristic decohere
time,

t5
\d3

x1lKq1q2
. ~15!

If we assume thermal constraint (Dp)2/M'kT and take the
uncertainty principleDx'\/(MkT)1/2 as Tegmark did@4#,
we rescue formula~3!.

The square root ofkT in the numerator of Eq.~15! de-
pends on the approximation usedl<d andx2!d. However,
if we use a much broader function to represent the envir
mental ion in the density matrix, such that it vanishes eff
tively for x25l@d, the situation is changed in the expre
sion ~13!

r1~rW1 ,rW2 ,t !5CE expF2
1

4
2

Kq1q2t

i\

x1l1y1d

~l21d2!3/2Gdx2 .

~16!

The integral above will vanish if the imaginary exponent
oscillates upwards too close to the limit, producing a canc
lation between positive and negative parts of the function
the integration, which vanishes when

t@
\

Kq1q2

~l21d2!3/2

x1l1y1d
>

\

Kq1q2

l2

x1
. ~17!

By simple inspection we see that, withl5\/(MkT)1/2, the
factor kT goes down to the denominator in Eq.~17!, as
usual, differently from the Tegmark formula~3!,

t5
1

Kq1q2

\3

x1MkT
. ~18!

At very low temperaturet becomes too high and the ap
proximation used in formula~3! does not work. In this case
we must use formula~18! instead. So we remove the obstac
put by Hagan, Hameroff, and Tuszynski@1# against the va-
lidity of the Tegmark formula.

For the electric dipole case~4! we can use the same pro
cess used previously. So, let us consider a composite sy
of two particles, where particle 1 is the electric dipole a
particle 2 represents the environment. Both of them inter
through a dipole potentialV(r ) which expanded,
2-4
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V~RW 8!5Kq
pW •~rW22rW18!

urW22rW18u
3 >KqS pW •rW2

urWu3
1

3pW •rW2urW18u
urW2u4 D .

~19!

From Eq.~5! and taking all previous considerations, the de
sity matrix of system becomes

r1~rW1 ,rW2 ,t !5CE expF2S x2

2l D 2

2
3urW18uKq

i\

3S pxx21pyd

~x2
21d2!2 D tGdx2 . ~20!

For a regime whered@x2 we can approximate (x2
21d2

2)2

>d4 and therefore

t5
d4AMkT

3Kqps
Vdipole , ~21!

where we assumepx5p cos(a) with Vdipole5sec(a) and
ur u5s. Now, if we consider another regime with a broa
function to represent the environment, so that it vanis
effectively for x25l@d, wherel5\/(MkT)1/2,

t5
\4~MkT!23/2

3Kqps
Vdipole . ~22!

Formula~22! shows that in the very low temperature regim
our calculations for the dipole case yield a result compat
with the high decoherence time in the limit of very low tem
perature, as does Tegmark’s@9#. The result we obtained is
summarized in Table I, where we compare all the valu
obtained from our estimate as well as other estimates. B
are lower than the Tegmark@9# case and higher than Haga
Hameroff, and Tuszynski@1# for dipole approximation.

TABLE I. Calculated values of the decoherence time scale.

Quantum superposition of
Decoherence

time calculated

Superposition of
neural firing@4#

10220 s

Soliton superposition@4# 10213 s
OOR superpositions@1# 1025– 1024 s
Decoherence model
~MT-ion interaction!

1029 s

Decoherence model
~MT-dipole interaction!

10216 s
.

-
.

.
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VI. CONCLUSIONS

The result stated above points out that there is a big
ference between the time period of coherence in
Hameroff-Penrose model@2,3# and the time of decoherenc
in the brain. We point out that their model must be modifi
when including decoherence in place of gravitational c
lapse. However, based on this difference, we do not c
clude, as Tegmark@9# does, that the quantum approach to t
brain problem is refuted if we use decoherence instead
gravitational collapse. The first point is that we must a
consider the time for building coherence, while the syst
either remains relatively isolated to sustain coherence
there is no coherent collective state. Hameroff and Penr
speak about isolating microtubules from environmental
tanglement but they did not take this point further.

We believe there is some kind of Fro¨hlich process acting
in the brain sustaining the coherence@20#. In the Fröhlich
theory the energy supplied to a nonlinear vibration syst
balanced by energy losses due to interaction with its s
roundings is not immediately thermalized and can dist
thermodynamic equilibrium through energy condensat
@10#. Depending on the energy supplied and on the ene
transferred to the environment, the system shifts the reg
from incoherent to time-limited coherent and in further ste
to steady coherent.

Our result does not discard the conjecture that quan
theory can help us to understand the functioning of the br
and maybe also to understand consciousness. We assum
the neuronal network in the brain processes informat
coming from the external environment or stored in t
memory, working at a subneuronal level as a quantum s
tem. Quantum coherent superposition of states is sustain
at the macroscopic level for a very short time, like a fla
When the physical system reaches a critical situation co
ence is destroyed due to the decoherence process by int
tion with the environment.

In spite of our disagreement with Tegmark@9# concerning
his refutation of the quantum brain together with the Ham
off and Penrose OOR model@2,3#, we have shown that ou
calculation does not agree with the response to Tegma
paper by Hagan, Hameroff, and Tuszynski@1#. We still pro-
pose a new quantum model in the brain where the m
important thing is the sequence of coherent states accu
lating in the microtubule. In this manner, the quantum act
ity could appear in another formulation for the brain. T
details of these considerations will be present in our fut
papers.
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